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ABSTRACT: Criminal proof is unique, in that it must be able to account for the justification of both: 
accurate fact-finding and a fair trial. This is Sarah Summers’ main message in her article on the 
epistemic ambitions of the criminal trial, which focusses on belief as a sort of proxy for societal ac-
ceptance of truth as a set of facts established by compliance to procedural rules. This commentary 
tests her finding by scrutinizing whether it is conceivable that robots, complying to all rules, assist 
in fact-finding with a specific form of legal belief based on a sophisticated probability weighting 
opaque to humans. The result is in accordance with Sarah Summers: as long as robots cannot 
explain their beliefs, any criminal proof based on them flounders as it can neither be part of a fair 
trial nor ensure acceptance in the existing institutional framework.

KEYWORDS: criminal proof, robot judges, legal belief, participation rights in criminal trials, evidence 
law, electronic monk.

SUMMARY: 1. TATORT—. 2. LEGAL BELIEFS: 2.1. Belief Bridging Evidence to Proof. 2.2. 
Fact-Finding Tailored to Humans. 2.3. Legal Belief as an Epistemic Category—. 3. FUTURE 
BELIEFS: 3.1. Robots Assisting in Criminal Proof. 3.2. Can Robots Believe? 3.3. Could Robots 

* I wish to thank the Swiss National Science Foundation for the ongoing funding of research into 
legal challenges arising from human-robot interactions and Red Preston for his tremendous help editing 
this comment.
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1. TATORT

«Glauben können sie in der Kirche. Was wir brauchen sind Beweise»  1. Sarah Sum-
mers strikes a chord with German speaking legal scholars using the prosecutor’s curt 
reply to a detective’s plea for an arrest warrant from an episode of Tatort as a thematic 
anchor. The district attorney’s reaction raises the question: «Does belief only have a 
place in Church?». Over its 50-year run, the iconic detective series Tatort has seemed 
to suggest that the answer is «No». Sarah Summers is a mediator between inquisito-
rial jurisdictions, which engage less with the very important discussion surrounding 
evidence, proof, and acceptance of fact-finding, and adversarial jurisdictions, which 
produced a rich body of evidentiary laws and excellent scholarship on its signifi-
cance. Therefore, she is excellently equipped to discuss the theoretical underpinnings 
and practical impacts of the «Epistemic Ambitions of the Criminal Trial: Truth, 
Knowledge, and the Rights of the Accused», offering a chance to better understand 
our normative legal world by using the theoretical approach of epistemology  2. Com-
menting on her article  3, this paper aims to: a) focus on belief as a crucial element that 
bridges evidence proffered and fact-finding, and b) change perspectives as the digital 
age approaches by asking: could a robot believe? And, thereby, assist a human judge 
with the assessment of evidence?

My search for an answer starts with an analysis of Sarah Summers point of de-
parture on the epistemic ambitions of the criminal trial and her claim that legal 
fact-finding is primarily aiming for veracity, but that legal adjudication needs not 
only a process aiming at «accurate outcomes», but also «fair procedures» to achieve 
«truth». Against this backdrop, this paper scrutinizes whether robots could help hu-
man judges in bridging the gap from evidence to proof (as the promoters of digitiza-
tion of the judiciary might hope).

2. LEGAL BELIEFS

Situating herself in the vast domain of legal epistemology, Sarah Summers ex-
plains in her paper (elaborating on her previous work) that the legal concept of belie-
ving is distinguishable from other concepts of believing, for instance from a spiritual 

1 Staatsanwältin Jasmin Winterstein, Tatort Mainz: In seinen Augen, Das Erste, Deutschland, 
26.6.22.

2 For more details, see Ross (2022).
3 This article also covers work of Sarah Summers’ for her panel Evidence and the European Court of 

Human Rights at Michele Taruffo Girona Evidence Week, May 23-27, 2022.
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concept shared among churchgoers. This idea is based on there being a legal concept 
of evidence that can be distinguished from the everyday concept of evidence  4. Con-
sequently, she illustrates that legal adjudication differs from other forms of decision 
making (negotiations, democratic elections) with regard to the procedure followed 
and the extent and nature of the participation of those involved.

2.1.  Belief Bridging Evidence to Proof

In the first part of her article Sarah Summers adds to the many concepts of believ-
ing we share in ordinary life (like belief in God or in the love of someone), the notion 
of a legal belief: A judge «legally believes» if she trusts the result of a process that 
complies with all the relevant procedural rules. The rationality of this step of legal 
adjudication is guaranteed in large part by the way information is gathered, present-
ed in court and processed later than through the subjective belief of the factfinder  5.

In convincing detail, Summers explains that what might at first blush appear 
a rather formal requirement of strict adherence to a procedure that ensures a high 
degree of veracity, actually requires more: a value-based search for truth. This is be-
cause, in the criminal trial context of a proposition of facts established by evidence, 
belief goes beyond individual acceptance of certain evidence as proof, towards a sort 
of proxy for societal acceptance of truth as a set of facts. This is established by present-
ing evidence in a fair trial and convincing the triers of facts to believe them.

It is consistent with this line of argument that Sarah Summers criticises the di-
chotomy when «legal adjudication is understood as capable of being divided into a 
process involving “accurate outcomes” as distinct from “fair procedure”». She rightly 
explains that to legally believe also requires compliance with the concept of a «fair tri-
al». Even the much-used example of exclusionary rules limiting the search for truth 
(Gless and Richter, 2019, p. 5) shows that a dichotomy of «true accuracy» and «fair 
evidentiary proceedings» is blurry, as exclusionary rules also uphold accuracy of and 
trust in fact-finding. For instance, when blocking confessions forced from humans, 
which are of highly suspicious veracity  6.

2.2. Fact-Finding Tailored to Humans

Summers, like Duff et al. (2007) in their work on the narratives of criminal trials 
that she refers to, depicts the criminal trial process as a human process of calling to 
account another human. One important element of socially acceptable fact-finding 

4 She therefore refers to Ho (2021).
5 Cf. for German criminal evidence: Gless (2001, p. 306-307).
6 The most extreme case are confessions forced through torture, cf. Summers (2022, p. 85).
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is meaningful deliberations among all parties of such trials  7, that respect the hu-
man rights of all. This is of paramount importance, because—as Sarah Summers 
explains—the interest in finding the truth has led to procedural rules that expose 
suspects and witnesses to coercive measures, which frequently interfere with individ-
ual rights. Individuals deserve respect throughout the criminal trial, also in order to 
ensure public acceptance of the verdict.

The way the criminal trial process is tailored for humans is an important part 
of the institutional framework in which it operates. The process involves a specific 
setting for presenting and evaluating evidence with particular acknowledgment of 
the legal position of the defendant who has an «institutionally protected opportuni-
ty to present proofs and arguments for a decision in his favor» (Fuller, 1960, p. 2). 
Building on her previous work, Sarah Summers emphasises the specific institutional 
setting of the criminal trial and its focus on the human and human rights protection 
using case law of the ECtHR. In particular, she points to the right to information 
on the charge, to sufficient time to prepare, to the assistance of counsel, to question 
witnesses (Article  6[3] ECHR) and to the overall right to be heard (Article  6[1] 
ECHR). These rights are all inherent to the concept of «fair hearing», and together 
work towards the right of those charged with a crime to receive a meaningful expla-
nation of the verdict  8.

2.3. Legal Belief as an Epistemic Category

Sarah Summers’ article depicts the criminal trial as a process primarily aimed at 
a formal legal truth that is nevertheless saturated with human values. The article, 
however, remains slightly vague on how judges are to decide between conflicting in-
terests when following evidentiary rules that are designed to maximise the likelihood 
of accurate outcomes  9. The (apparent) dichotomy between veracity and a fair trial 
that Sarah Summers shows is shaped by the ECHR case law itself, naturally taking 
the specific angle of defending individual rights. However, as she (and John Jackson) 
rightly pointed out, the ECtHR, even when prohibiting the use of evidence obtained 
in violation of certain human rights, has never made clear how «veracity» and «fair-
ness» relate to each other (Jackson and Summers, 2012, p. 151-152).

Notwithstanding unclarified details, this fundamental consideration appears 
clearly in Sarah Summers’ article: for her, legal truth and proof are epistemic cate-
gories that are concerned with the establishment of the existence or nonexistence of 

7 Luhmann offers a sociological analysis for this, for instance in «Legitimation durch Verfahren» 
(1983, p. 28-37).

8 See e. g. Berhani v Albania (2010, §12); Khamidov v Russia (2007, §107); Ajdarić v Croatia 
(2011, §47-52); Anđelković v Serbia (2013, §26-29).

9 See also Duff et al. (2007, p. 89).
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facts «to the satisfaction of a legal tribunal» that decides on the verdict  10. This con-
viction is based on scholarship covering legal epistemology, the criminal trial process 
and doxastic logic concerned with reasoning about beliefs when handing down a 
verdict  11. The question is: does it have a promising future?

3. FUTURE BELIEFS

Our world is being transformed by new technology. Thus, the question arises: 
what form of legal belief will be acceptable in a digitized future? Or rather: what will 
belief as an epistemic category mean when robots assist human judges? Theoretically, 
all procedural rules can be coded into such smart systems. However, a robot would 
not base its inferences on a form of human faith that something is true, but rather 
on data crunching and sophisticated statistical methods. Could a robot judge bridge 
the gap from evidence to proof, transcending «human fallibility», with a specific 
robot belief?

3.1. Robots Assisting in Criminal Proof

Smart tools, driven by artificial intelligence (AI), already assist in the process of 
adjudication. As things stand today, however, such robots cannot replace the humans 
on the bench.

Nevertheless, they are already enhancing the judicial process in certain situa-
tions  12. For instance, robots assist with fact-finding in criminal procedure through 
their use in digitized breathalyzers that measure and record breath alcohol concen-
tration or when smart systems are used to help with DNA-analysis  13. Robots that 
could assist human judges promise a scientific based assessment, accompanied by 
seemingly unlimited resources for information processing and learning capacity. Yet, 
as we all know, robots do have flaws. They cannot explain their reasoning nor their 
results (Roth, 2017, p. 1988-1990). Complex systems, which are trained with ma-
chine-learning, in particular cannot provide meaningful explanations of their in-
ferences. As a result, they have been depicted as «mindless agents», even when they 
produce a decision (Hildebrandt, 2015, p. 22).

Weighing pros and cons, the technological development nevertheless suggests 
that the computing power of robots will make them an interesting option for proof-
ing crimes in the future. A case reported in 2016 by Swiss news media  14 provides 

10 She here references Twining (2006, p. 193).
11 For more details, see Ross (2020).
12 For a more detailed overview, see Ashley (2017, p. 3-37).
13 Cf. Gless (2020, p. 198, 207-215).
14 For details of the press coverage, see https://bit.ly/3wsPqVM.
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a glimpse of potential proofs in a future in which robots monitor human behavior 
in real time and offer an «evidence-based» assessment of an allegedly criminal act. 
Our example involves a drowsiness detection system embedded in a modern car 
which ran over a scooter driver, injuring her badly. The drowsiness detection system 
had repeatedly alerted the driver prior to the accident of driving errors made due to 
perceived fatigue, alerts that were ignored by the driver. The system collects data on 
the driver’s steering movements, body tension, seating position, respiratory rate and/
or eyelid movements, evaluates these indicators for «signs of drowsiness» and, on 
the basis of complex algorithms and elements of machine learning, chooses whether 
or not to issue an alert to the driver (Ramzan et al., 2019, p. 61908). As the events 
antecedent to the accident were unreproducible, only the recorded alert could be 
proffered as a proof of the unfitness of the driver to steer a vehicle when running 
into the motor scooter driver. Thus, the judge had to either believe what the robot 
believed, that the driver was indeed unfit, or to discard the proof.

3.2. Can Robots Believe?

Robots can be coded to: a) assess human behavior that is ambiguous and requires 
an individual appraisal, and b) accept at a certain threshold, based on their evalua-
tion (derived from information processed from their sensors), that a human behaves 
in that state. Drowsiness detection systems in particular are an interesting example as 
drowsiness is a vague concept. And yet, these robots are still capable of monitoring 
human drivers and determining, at a predetermined threshold, that a human’s be-
havior is indicative of fatigue, based on the data they process and the use of statistical 
methods. Drowsiness detection systems don’t have to operate with 100% certainty, 
as the threshold for issuing a warning can be set lower, at 80% certainty for instance. 
If a drowsiness detection system assesses a human driver’s steering movements, mus-
cle convulsion, squinting eyes and issues a warning for fatigue as a result, can we say 
that this warning was the result of the system believing that the driver was fatigued 
in an epistemic sense?

If we argue that belief is a broad term, with one being able to believe in many 
different ways in everyday life, one could think that a robot is also capable of believ-
ing, following this understanding of belief. Take our drowsiness detection system, 
for instance, that issues an alert when the information reported back from its sensors 
crosses a predetermined threshold based on its machine-learning experience. Under 
this broader conception of belief, it could be said that the system issued the warning 
because it believed that the driver was fatigued and therefore incapable of steering 
the vehicle safely.

However, if one insists, like Sarah Summers might do, that belief is a psycho-
logical state aiming at truth, then robots—lacking a psyche—cannot believe. The 
question, however, arises as to whether what she is really asking for is a human mind, 
or whether a set of faculties capable of intuitive thinking that allows for the adequate 
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assessment of evidence is all that is necessary. This can be important as we trust ro-
bots with very intuitive assessments based on probability weighting. For example, 
when we trust drowsiness detection systems to assess whether a human is sleepy or 
just happens to swerve whilst evading toads crossing the street, or is relaxing after 
a workout in the gym, or is squinting her eyes because of a trachoma (Gless et al., 
2022, p. 290-291).

Before getting lost in a complicated discussion about the epistemic properties of 
probability-weighted evidence approaches in ordinary life, we must foreshadow the 
issues crucial for legal belief to be designated as an epistemic category. As Sarah Sum-
mers points out, there are obvious parallels between the forming of factual beliefs in 
everyday life and in the legal context. The factfinder in legal proceedings—like an 
individual engaged in factual deliberations in everyday life—is concerned with the 
establishment of true belief, primarily aiming at veracity. The same is true for the 
robot that aims to reproduce reality when issuing a drowsiness alert. Ultimately, it 
may just be an issue of semantics, as to whether we can claim that robots «believe» 
as we conceive in everyday language. For instance, it is likely that many of us have 
been engaged in a discussion as to what the optimum route to take is whilst driving, 
where someone insists that the navigation system on their smartphone «believes» 
another route is better.

3.3. Could Robots Legally Believe?

Could robots legally believe? At first glance, they are in a much better position to 
do so in law than they are in ordinary life. Robots can be made to follow all relevant 
rules without the possibility of deviation, due to the prescriptive nature of coding. 
Thus, they comply with all the standards necessary to ensure an accurate outcome, 
i. e. compliance with the relevant rules. And—following Sarah Summers line of ar-
gument—they meet the specific characteristics of legal belief—as legal belief differs 
from ordinary belief; just as legal evidence differs from the ordinary concept of evi-
dence (Ho, 2021).

Representatives of legal doxasticism, like Ross (2022, p. 8)—who Sarah Summers 
refers to in her article—, would reject this because robots can only believe through 
statistics and probability and thus lack the relevant epistemic status to believe  15. Sa-
rah Summers seems to raise the same argument in a slightly different way when she 
claims that criminal proof must be able to account for the justification of both the 
ruling and the process. Even if robots can produce a high degree of confidence in the 
accuracy or inaccuracy of the probative facts, they most probably would fail when 
making a decision on fair trial issues embedded in fact-finding. Furthermore, one 

15 A broader point is made by Buchak (2014), when she argues that blame must be based on belief, 
and not on mere credence.

https://philpapers.org/s/Lara%20Buchak
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can argue that it violates a human’s dignity if—charged with a crime—her allegedly 
criminal behaviour is assessed by a robot. However, this might be more an issue of 
the inadequate distribution of tasks than a fundamental objection against assigning 
a robot a capacity for legal belief.

Using a robot to evaluate evidence could, conversely, ground this specific part of 
adjudication with a rational foundation that is far stronger than some individual’s 
belief. This is because robots can, ideally, be calibrated towards objectivity, thereby 
providing a stronger basis for rationality. But to go down this road, we must accept 
statistical or mathematical probabilities as a decisive reason in a legal sense. Sarah 
Summers seems reluctant to rate accuracy over certain epistemic properties. But ro-
bots will strongly pose the question of whether an evaluation based on a statistical 
assessment should be less worthy than a more or less well-defined belief. If one rates 
probability-weighted evidence higher than—possibly complicated and vague—epis-
temic properties, then robots have a strong likelihood of being considered capable of 
believing in a legal sense. Should this change occur, it would represent a departure 
from human fallibility and a move in lockstep with the developments in everyday 
language used to talk about assessments made by robots.

3.4. Institutional Framework for Robot Beliefs

However, there is no place for robot beliefs in criminal proceedings when they 
cannot meet the standards of the «institutionally protected opportunity to present 
proofs and arguments for a decision» that Sarah Summers refers to  16. Justly, she 
demands that criminal evidence be gathered and evaluated in a distinct process, 
designed to ensure fair treatment by guaranteeing individual rights—and that the 
success of a verdict cannot be based merely on a certain percentage of accuracy of 
the result (Buchak, 2014). The main deficiency of robots is their inability to explain 
themselves. A meaningful explanation of fact-finding as a human right is explained 
above. If we want to use robots in the future, we need an adequate institutional 
framework to justify their beliefs. As Sarah Summers rightly points out: «The process 
of adjudication takes on central importance, not just in defining the criteria accord-
ing to which proceedings are to be understood as appropriate or fair, but also in 
relation to establishing what constitutes a “successful outcome”»  17.

The first step: establish a way for robots to give reasons for a «belief» in a mean-
ingful way and find possibilities to meaningfully confront it. The benchmark can be 
the criteria set by the case law of the ECtHR on the obligation to provide reasons 
for the verdict  18. The giving of reasons is of fundamental importance to treating in-

16 Referencing Fuller (1960, p. 2).
17 Cf. Duff et al. (2007, p. 89).
18 See Moreira Ferreira v Portugal (2017, §84).
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dividuals with dignity and allowing them to determine whether or not an exercise of 
authority is in fact justified  19. It would certainly violate human dignity to be judged 
by a machine without reasons then being given for the judgement.

This is the reason why lie detection has been rejected as violating human dignity. 
The enigma is powerfully set in scene at the beginning of the movie Blade Runner 
when the protagonist runs the so called Voight-Kampff test, that is designed to dis-
tinguish replicants from humans, on a replicant who is tricked into thinking she is 
a human. Like the drowsiness detection system, the imaginary Voight-Kampff test 
is intended to measure bodily functions such as respiration, heart rate, blushing 
and pupillary dilation in response to emotionally provocative questions. Humans 
submitted to robot assessment must have access to explanations of their functioning 
and, if they wish so, must be given clarification for the results  20. It is for good reason, 
as Sarah Summers points out, that the ECtHR assigns a «substantive» element to 
the obligation to give reasons. It aims to make sure that not only the individual, but 
«indeed the public» is able to understand the process as well as the verdict  21.

4. LOOKING AHEAD

If one would want to answer Sarah Summers’ question as to whether it is possible 
to identify a distinct, normative concept of criminal proof in brief, one could be 
tempted to draw on the widespread view that such proof foremostly requires legal 
belief in the evidence proffered, with this evidence following all relevant rules of 
fact-finding in a specific jurisdiction. But this answer would miss her more impor-
tant message. In her article she convincingly explains that criminal proof is special, 
because it must be able to account for the justification of both the fact-finding and 
the process. A minimum requirement for every step on this path is a meaningful ex-
planation of the fact-finding and the process to the humans that are involved in the 
process, as well as to the public, by the court.

This also answers my question of whether robots could legally believe, thereby 
assisting human judges in fact-finding. As long as robots cannot explain their beliefs, 
they cannot assist criminal proofs. Being able to explain one’s belief is fundamental 
and central to eliminating major risks, and not only in criminal trials, as Douglas Ad-
ams (1987, p. 4-5) foresaw when envisioning how robots could disburden humans 
in the future decades ago:

The Electric Monk was a labour-saving device, like a dishwasher or a video recorder. Dishwash-
ers washed tedious dishes for you, thus saving you the bother of washing them yourself, video 
recorders watched tedious television for you, thus saving you the bother of looking at it yourself; 

19 Cf. Heinze (2021, p. 225-229).
20 It is for a good reason that human dignity is underpinning European data protection rights, 

namely the GDPR which provides a right to transparency of data processing.
21 Sarah Summers references Lhermitte v Belgium (2016, §66 and 67).
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Electric Monks believed things for you, thus saving you what was becoming an increasingly on-
erous task, that of believing all the things the world expected you to believe.

Unfortunately this Electric Monk had developed a fault, and had started to believe all kinds of 
things, more or less at random. It was even beginning to believe things they’d have difficulty 
believing in Salt Lake City. It had never heard of Salt Lake City, of course. Nor had it ever heard 
of a quingigillion, which was roughly the number of miles between this valley and the Great Salt 
Lake of Utah.

In both court and church, it is good advice to carefully examine where one’s 
faith lies.
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